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Disclaimer



I am a lawyer



But I am not your lawyer



So this is not legal advice

Because if it was, it would be followed by a bill



BTW, I’m also a data 
scientist and AI engineer

(aka a Legal Engineer)



Where I Came From…



I started out as an aerospace 
engineer



Where I got started with AI



Transition to the Legal Field



Using NLP and ML in Law











https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3209997



Definitions



– Merriam-Webster Dictionary 
https://www.merriam-webster.com/dictionary/data

Definition of data:  “factual information (such 
as measurements or statistics) used as a basis 

for reasoning, discussion, or calculation ” 



– Stuart J. Russell & Peter Norvig 
Artificial Intelligence: A Modern Approach (Third Edition)

“We define AI as the study of agents that 
receive percepts from the environment and 

perform actions.” 



https://blogs.thompsonreuters.com

https://blogs.thompsonreuters.com


Overview

• Agency 

• Ownership 

• Bias  

• Privacy 

• Liability



Why?



Because law is the  
regulation of actions  

between  
people 

within a jurisdiction



People can play many roles in 
the actions 

(humans, agents, companies)



Moreover



What led to the actions are data

What transpired during the actions are data

Ramifications from the actions are data

What those actions mean are data



And…



Because law is the  
regulation of actions  

between  
people 

within a jurisdiction



Law can regulate data



Agency



Law of Agency

• Mainly a branch of Commercial Law concerning contracts 

• Key is a “fiduciary relationship” to someone else (the 
“principal”) 

• The agent is authorized to act on behalf the principal to 
create legal relations with a third party 

• The principal can be bound (legally) based on what the 
agent does 

• Authority of the agent can be actual or implied



Law of Agency
• If the AI can pass the Turning Test, it can be 

mistaken for a human agent 

• Liability of the Agent to the Third Party 

• Liability of the Agent to the Principal 

• Liability of the Principal to the Agent 

• Duties of the Agent 

• Termination of the Agency



Ownership



aka, “the Owners”



How Can They Own AI?

• Three Main Intellectual Property Laws for Data and AI 

• Patents (for the design/use of the ML models) 

• Copyrights (for the data used to train the ML models) 

• Trade Secrets (depending upon the architecture)





Copyright

• Covers the “expression of an idea that is fixed in a tangible 
media by an author in an original fashion” 

• Ideas and facts are not copyrightable 

• If there is only one way to express something, then it 
cannot be copyrighted (Doctrine of Merger) 

• The selection and arrangement of facts (e.g., data) are 
copyrightable



Copyright

• Four types of copyrightable works: 

• Original works (e.g., code from scratch) 

• Derivative works (e.g., modified code) 

• Collective works (e.g., Wikipedia) 

• Compilation works (e.g., assembled and munged data)



Example Scenario
• Data scientist gathers pre-munged data from a third party 

• ML engineer devises a neural network tailored to the task 

• ML engineer uses the pre-munged data to train the NN 

• Resulting model moved to production 

• Company hits exit strategy 

• The model is subject to due diligence audit for violation of 
intellectual property rights (Representations & Warranties)



Bias



So far, bias is prevalent in…

• Hiring 

• Policing 

• Judicial Sentencing 

• Financial Services



https://news.berkeley.edu/story_jump/mortgage-algorithms-perpetuate-racial-bias-in-lending-study-finds/



Racial Bias in Lending

• Equal Credit Opportunity Act (ECOA)  

• Fair Housing Act (FHA)



Equal Credit Opportunity Act 

• The ECOA forbids credit discrimination on the basis of 
race, color, religion, national origin, sex, marital status, 
age, or whether you receive income from a public 
assistance program.  Creditors may ask you for most 
of this information in certain situations, but they may 
not use it as a reason to deny you credit or to set the 
terms of your credit. They are never allowed to ask 
your religion. Everyone who participates in the 
decision to grant credit or in setting the terms of that 
credit, including real estate brokers who arrange 
financing, must comply with the ECOA.
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Equal Credit Opportunity Act 

• The ECOA forbids credit discrimination on the basis of 
race, color, religion, national origin, sex, marital status, 
age, or whether you receive income from a public 
assistance program.  Creditors may ask you for most 
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financing, must comply with the ECOA.



Fair Housing Act (FHA)
• The FHA forbids discrimination in all aspects of residential real-

estate related transactions, including: 

• making loans to buy, build, repair, or improve a place to live; 

• selling, brokering, or appraising residential real estate; and 

• selling or renting a place to live 

• The FHA also forbids discrimination based on race, color, 
religion, sex, national origin, handicaps, or familial status. That’s 
defined as children under 18 living with a parent or legal 
guardian, pregnant women, and people securing custody of 
children under 18.



Example Scenario

• Financial services company commissions development 
of AI to predict probability of a non-performing loan 

• Data Scientist, who doesn’t know about the ECOA or 
FHA requirements, includes racial features in the 
training data 

• Neural Network is designed and trained with that data 

• That neural network cannot be used to determine 
whether that loan will be made, or the terms thereof



Privacy



<example>



Data are Used to Form a 
Contract

• Data used to determine what the customer (might) want 

• Data leveraged to cause the customer to want something 

• Data used to determine what the customer would be willing 
to pay 

• Data used to determine if the customer would be willing to 
be an unpaid employee for the company



Customer data is valuable 
and often obtained for free



… to the customer’s 
detriment



Because the customer is  
powerless to prevent it

(That’s why we set it up that way)



Only government can  
correct that imbalance



GDPR, CCPA,  
State Breach/Notification 

HIPAA, GLBA, COPPA, 
CAN-SPAM, CFAA, ECPA, 
TCPA, FCRA, FACTA, etc.



<example>



GDPR



Who Promulgated GDPR?

The EU Parliament



https://euroculturer.files.wordpress.com/2017/03/european_union_future_enlargements_map_en1.png



GDPR Overview

• Covers certain types of data… 

• … of people within the EU … 

• … and gives those people certain rights … 

• … that data scientists have to deal with.



But I’m not in Europe!



Doesn’t Matter!



GRPR Description

• Article 3 (territorial scope) of the GDRP 

• Key is what gets processed… 

• Such as data that can lead to a potential 
commercial transaction; or 

• Data regarding behavior conducted within the EU 

• … regardless of where the data is kept or processed



GRPR Description

• Article 4 (what is covered) of the GDRP 

• ‘personal data’ means any information relating to an 
identified or identifiable natural person (‘data 
subject’); an identifiable natural person is one who 
can be identified, directly or indirectly, in particular 
by reference to an identifier such as a name, an 
identification number, location data, an online 
identifier or to one or more factors specific to the 
physical, physiological, genetic, mental, economic, 
cultural or social identity of that natural person;



https://hbr.org/2017/06/has-google-finally-proven-that-
online-ads-cause-offline-purchases



GRPR Description

• Individuals have a right… 

• to have access to the data 

• to have the data be portable (e.g., for another party) 

• to have restrictions put on the use of the data 

• to be forgotten (erasure of the data) 

• Penalties (20M€ fine or 4% of gross income)



What you need to know 
(GDPR)

• Know which elements of your data are affected 

• Know where all of the affected elements of your data 
are stored 

• Know that data (in and from) AI models about covered 
people can be affected 

• Know to whom you can provide the data, and how 

• Know that affected elements of your data may have 
restrictions



What you need to know 
(GDPR)

• Know that you may have to show where you got the 
data 

• Know that affected data must be protected, 
regardless… 

• Know that there is no “grandfather clause” to affected 
data 

• Know that you might have to delete affected data (no 
refunds)





Oh, by the way…



The ePrivacy Directive

• Also by the EU Parliament 

• ePrivacy Directive compliments the GDPR 

• The ePrivacy Directive ensures the protection of 
fundamental rights and freedoms, in particular the 
respect for private life, confidentiality of 
communications and the protection of personal 
data in the electronic communications sector.



Liability



Criminal Law & Civil Law



Some Basic Criminal Law

• Actus Reus (guilty act) 

• Requires an act or failure to act (when duty requires) 

• Mens rea (guilty mind) 

• Requires knowledge or being informed



https://www.cnbc.com/2015/04/21/robot-with-100-
bitcoin-buys-drugs-gets-arrested.html



Criminal Models for AI
• Perpetrator-via-another 

• AI lacks mens rea, but user could be liable 

• Natural-Probable-Consequence 

• AI did actus reus but could have had mens rea 

• AI might escape liability if there was no conspiracy 

• Direct-Liability 

• AI attributed with both actus reus and mens rea



Civil Models for AI
• Negligence 

• Duty/Breach/Causation/Damage 

• Breach of Warranty / Breach of Contract 

• Product Liability 

• Is AI a product or a service? 

• If “product” (warranty of merchantability) 

• If “service” (duty of care)



Liability for AI (as an Agent) 
will focus on ownership and/

or control over the AI



Defenses for AI

• Trojan horse defense 

• The AI was contaminated by 
someone else 

• This defense has worked in many 
cybercrime cases 

• The design of the AI was bad 

• The data used in the AI was bad 

• Shift liability to developers



Possible Legal Mechanisms

• Requirement of Digital Identity for each instance of an 
AI model 

• License requirement for developers 

• Logging requirement (to preserve evidence of what the 
AI did) 

• Require that the AI be knowable and explainable



https://www.darpa.mil/program/explainable-artificial-intelligence



Conclusions / Observations



Questions Lawyers Will Ask

• Where did you get the data?  (chain of custody) 

• Did you have permission/license to the data? 

• What is in the data?  (privacy-related) 

• Who else saw the data?  (Outside developers?  AWS?!!) 

• What was done to the data to develop the ML/AI?



Questions Lawyers Will Ask

• Is there a mechanism for auditing the data & AI model 
for bias and/or privacy? 

• Is there a mechanism to remove certain biases or data 
from the AI model? 

• How does the AI work? 

• What does the AI interface with? 

• Who (and how) is the AI controlled or used?



Don’t Lose Sight of the Big Picture
• Data is having an effect on companies “bottom line” 

• Data (and AI) have become lucrative 

• Owners are very interested in lucrative 

• AI and analytics needs data — Lot’s of data 

• Data can be used to throttle AI/analytics, and thus data can be 
leveraged to extract a fee for the Owners 

• IP and privacy laws are just symptomatic of that leveraging 

• More squabbles over data are forthcoming…



Things to Consider
• Typical legal mechanisms affecting data: 

• Contracts — risk-shifting for data and AI 

• Mergers & Acquisitions 

• Intellectual Property Laws (civil and criminal penalties) 

• Regulatory statutes/rules/ordinances (for Privacy/anti-Bias) 

• Civil and Criminal sanctions 

• Law will be used to regulate who gets what data and how 

• Law will be used to generate artificial scarcity of data



Forthcoming Data Squabbles 
Will Affect on Your Job

(Again, ownership and privacy laws are simply 
symptomatic of that condition)



Remember…



https://www.upcounsel.com/intellectual-property-
insurance







https://prospect.org/power/freddie-mac-using-shady-ai-
company-for-mortgage-loans-ZestFinance/



https://www.theguardian.com/commentisfree/2018/oct/
05/americas-new-aristocracy-live-accountability-free-

zone-david-sirota



Questions?

Ronald Chichester 
713.302.1679 

Ron@RonaldChichester.com



RonaldChichester.com


